Wireless Channel Selection
with Reward-Observing
Restless Multi-Armed Bandits

Julia Kuhn and Yoni Nazarathy

Abstract Wireless devices are often able to communicate on several alternative
channels; for example, cellular phones may use several frequency bands and are
equipped with base-station communication capability as well as typically with WiFi
and Bluetooth communication. Automatic decision support systems in such devices
need to decide which channels to use at any given time so as to maximize the long-
run average throughput. A good decision policy needs to take into account that, due
to cost, energy, technical, or performance constraints, the state of a channel is only
sensed when it is selected for transmission. Therefore, the greedy strategy of always
exploiting those channels assumed to yield the currently highest transmission rate
is not necessarily optimal with respect to long-run average throughput. Rather, it
may be favourable to give some priority to the exploration of channels of uncertain
quality.

In this chapter we model such on-line control problems as a special type of Restless
Multi-Armed Bandit (RMAB) problem in a partially observable Markov decision
process framework. We refer to such models as Reward-Observing Multi-Armed
Bandit (RORMAB) problems. These types of optimal control problems have been
previously considered in the literature in the context of: (i) the Gilbert-Elliot (GE)
channels (where channels are modelled as a two state Markov chain), and (ii) Gaus-
sian autoregressive (AR) channels of order 1. A virtue of this chapter is that we unify
the presentation of both types of models under the umbrella of our newly defined
RORMAB. Further, since RORMAB is a special type of RMAB we also present
an account of RMAB problems together with a pedagogical development of the
Whittle index which provides an approximately optimal control method. Numerical
examples are provided.
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1 Introduction

Communication devices are often configured to transmit on several alternative chan-
nels, which may differ in their type (e.g. WiFi versus cellular) or in their physical
frequencies. Further, due to physical transmitter limitations, a device can only use a
limited number of channels at any given time. Thus, the question arises which chan-
nels to select for transmission so as to maximize the throughput that is achieved over
time.

Channel state feedback
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Fig. 1 A transmitting device needs to choose whether to transmit on Channel 1 or Channel 2.
Transmitting on a channel results in immediate channel state feedback.

To illustrate the problem, we consider the scenario depicted in Figure 1. At every
discrete time instance, the transmitter has the choice to use either channel 1 or chan-
nel 2. The channels cannot be used in parallel due to hardware limitations and/or
energy constraints. The selected channel then yields an immediate reward based on
the condition of the channel (e.g. the reward may be measured as the number of bits
successfully transmitted). Consequently, an observation of the state of that channel
is also obtained. The unselected channel on the other hand is not observed in this
time instance.

Ideally, the transmitter would choose channels in a way that achieves the largest
throughput over time. However, the nature of communication channels is often
stochastic and thus the transmitter does not know the current state of each channel
with certainty. A good prediction of the channel state can be obtained when there is
strong dependence between the current state of a channel and its state in the (recent)
past. Such channel memory can for example be caused by other users interfering on
the same channel, multipath of physical signals, or other persistent disturbances.

In utilizing channel memory to make wise channel selection decisions, the trans-
mitter needs to balance a trade-off between exploitation and exploration: On the one
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hand, based on the controller’s belief regarding the current state of each channel, it
may make sense to choose the channel expected to transmit the highest number
of bits over the next time slot. On the other hand, it may be sensible to check the
condition of the other channel so as to decrease uncertainty regarding its current
state. How should channels be selected, based on the information available, so as to
maximize the long-run expected throughput?

A first step towards answering this control problem is to devise suitable channel
models; that is, models that capture channel behaviour reasonably well and at the
same time are simple enough to be tractable in practice. To capture such a depen-
dency, channel states are often modelled as Markov processes. One such very simple
process is the so-called Gilbert-Elliot channel (GE), where there are two possible
states, 0 (“bad”) and 1 (“good”), and transitions between states occur in a mem-
oryless Markovian manner. The application of the GE model in channel selection
and specifically opportunistic spectrum access is motivated by its ability to capture
bursty traffic of primary users [7]. Due to its simplicity it has been very popular in
modelling channel selection problems; refer to the literature review in Section 5.

Another class of models, which has only recently come to attention in the con-
text of wireless channel selection [4, 20], are Gaussian autoregressive processes of
order 1 (which we denote by AR). Here, the channel state is a continuous random
variable following a normal distribution, and its evolution is determined by a sim-
ple linear recursion perturbed by Gaussian noise. It has been found that Gaussian
autoregressions model the logarithmic signal-to-noise ratio of a channel reasonably
well; for details see [1].

The virtue of both the GE and the AR model is that they are simple and tractable,
yet allow to capture the exploration—exploitation trade-off that the controller faces.
The models are simple in the sense that the belief which the controller maintains
about the state of the channel is neatly summarized by sufficient statistics. In the
GE case, this sufficient statistic is given by the conditional probability of being in
the good state, given the information that is available to the controller at the time.
In the AR case, it is sufficient to keep track of the conditional mean and variance
of the state, which quantify the expected gain from exploitation and the need for
exploration, respectively.

An optimal policy for the channel selection problem needs to balance this
exploration—exploitation tradeoff. While such a policy could in principle be com-
puted by dynamic programming, this is typically computationally infeasible in prac-
tice [33]. However, recognizing that the problem is essentially a Restless Multi-
Armed Bandit (RMAB) problem, we may apply techniques from RMAB theory to
find a (near-)optimal solution: the well-known Whittle index [41] (a generalization
of the celebrated Gittins index [9, 10]).

Our main focus in this chapter is on the RMAB formulation of the problem. We
call this special type of RMAB the Reward-Observing Restless Multi-Armed Bandit
(RORMAB) problem. While the chapter does not contain new results, it is unique
in that it provides a unified treatment of both the GE and the AR approaches for
channel models, and considers also the channel selection problem in the mixed case
where some of the channels are modelled as GE while the others are AR. This is of
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interest in networks where some but not all of the channels may be subject to user
interference.

The remainder of this chapter is structured as follows. In Section 2 we formulate
the RORMAB problem, and present the GE and AR models in a unified manner. In
Section 3 we motivate the use of index policies and in particular the Whittle index.
The presentation can be used as a stand alone brief account of RMAB problems. In
Section 4 we show how to use these channel models to evaluate the Whittle index
numerically, and use it as a solution strategy for an example channel selection prob-
lem. In the latter section we also provide a number of performance comparisons.
Section 5 contains a literature survey, and points out some open problems.

2 Reward-Observing Restless Multi-Armed Bandits

In this section we formulate the RORMAB problem within the context of wireless
channel selection. This type of problem is a special case of a Partially Observable
Markov Decision Process (POMDP) as considered in [36]. An MDP is partially
observable if the decision maker does not know the current state of the system with
certainty. In our setting, where we consider a network of d channels, the partially
observable state of the system can be represented as d-dimensional, and corresponds
to the joint state information of the individual channels.

We consider channels X (¢),...,X;(¢), operating as independent Markov pro-
cesses in discrete time r € Ng. We assume that the models and their parameters are
known but do not have to be the same for each channel. At every time instance, the
decision maker chooses a subset € (¢) of k channels, € (¢) C {1,...,d}. For every
selected channel i € €(r) a reward r;(X;(t)) is obtained and the value of X;(r) is
observed, where each r; is assumed to be a known, deterministic function from the
underlying state space to R. The other channels i ¢ €(¢) are not observed and do
not yield a reward.

In an ideal situation, at every decision time the controller would choose those
channels that yield the highest reward };cq ;) ri (Xi(t)). Unfortunately, this can-
not generally be achieved because channel states are stochastic and the values of
Xi(2),...,X4(¢) are not known at decision time ¢.

However, because the channel states are sequentially dependent due to the chan-
nel memory, the controller can use information about the previous state of a channel
to make predictions about its current state. The accuracy of the prediction depends
on the age of the information, i.e. the number of time steps ago that a channel was
last observed. This number is denoted by 1;(¢) := min{7 > 1:i € € (r — 1)}, so that
the last time channel i was chosen is given by # — 1);(¢). The information available to
the transmitter at time ¢ (prior to making its decision) can then be summarized and
represented by . (1) := (F(1),...,#4(t)), where fori = 1,....d,

Ti(t) = (m(f%xi(f_”i(t)))'
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Based on .#(¢), the controller’s belief about the state of channel i at time 7 is sum-
marized by F;(x) := P(Xi(t) < x | £(t)), the conditional distribution of channel i
given the information collected up to that time. For the channel models we consider,
this probability distribution is characterised by scalar- or vector-valued sufficient
statistics. That is, for channel i there exists a parameter ¥;(¢) that fully specifies the
probability distribution of X;() given the information .#(¢). In our first model (GE
as described below), F;(-) is a Bernoulli distribution, so ¥;(¢) is the “success proba-
bility”. In our second model (AR as described below), F;(+) is a normal distribution,
hence, ¥;(¢) is a two-dimensional vector specifying the conditional mean and con-
ditional variance. Using the terminology common in literature on POMDP, we refer
to U (z) as the belief state of channel i at time 7 — indeed ¥;(¢) represents our belief
concerning the state of the channel.

In summary, as time evolves from ¢ to 7 + 1, given the current belief state ¥ :=
(%,...,80y) and a channel selection policy 7, the following chain of actions takes

place:
o o>

update belie

observe state,

collect reward

Objective. Our aim is to find a policy 7 so as to maximize the accumulated
rewards over an infinite time horizon as evaluated by the average expected reward

criterion
T—1

G () :zliﬂgf%Eg lz Y r(Xx@)

t=0 ic? (1)

; ey

where the subscript indicates conditioning on X;(0) being distributed with parame-
ter ;. Note that other reward criteria including finite horizon problems and/or dis-
counted rewards/costs have been considered [34], but when optimizing throughput
the average reward criterion (1) is more natural: Neither discounting nor imposing
a restriction on the time horizon seems plausible in this context.

It can be proven formally [5, 36] that a POMDP as considered here, with partially
observable states X;(r) and rewards r;(X;(t)), is equivalent to a fully observable
MDP with states 0;(t) and rewards E.y, [r;(X;(t))]. Namely, the best throughput
that we can achieve is the same for both, and it is achieved by the same (optimal)
policy. This justifies that we consider the MDP with states ¥;(¢) in the remainder of
this chapter.

Belief State Evolution. For RORMAB, the decisions determined by a policy &
affect the updating of the belief state based on the observation update mapping ;(-)
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and the belief propagation operator J(+) as follows:

' B ﬁl‘(Xi(l‘)), ifie%(t),
’9’(’“)_{@(&@)7 ifi g e (r). @

The observation update mapping €;(-) determines how the belief state of channel
i is updated when that channel is selected for transmission. In this case we observe
X;(t), and hence its realization can be used by the observation update rule when
implementing the controller. Further, for analytical, modelling and simulation pur-
poses, when i € €(z), the distribution of X;(¢) is determined by the known value
;(t), so X;(¢) can be replaced by a generic random variable coming from this dis-
tribution. This comes to emphasise that X;(¢) is actually not part of the state of the
MDP.

The belief propagation operator J;(-) defines the update of the belief state of
a channel when it is not selected for transmission. Because in this case no new
observation is obtained, the update is deterministic.

Since a channel may not be selected for several consecutive time slots, it is useful
to also consider .ZX(-) (the k-step operator obtained by applying .Z(-) k times) as
well as attracting fixed points of the operator J(+). As we describe below, in both
the GE and the AR model, the k-step operator has an explicit form and converges to
a unique attracting fixed point; this is useful for understanding the dynamics of the
model.

We now specify the observation update and belief propagation operations in the
context of each of our two channel models. For the sake of notational simplicity we
omit the subscripts i where they are not relevant.

Gilbert-Elliot (GE) Channels. In this case X;(#) is a two state Markov chain on
the state space {0, 1}, where O represents a “bad” state and 1 is a “good” state of the
channel. The transition matrix can be parametrized as

p_|Popor| _|1-YP 7P
Pio Pii ’

‘ 7P 1-7p
where we denote X := 1 —x.One standard parametrization of this Markov chain uses
transition probabilities po1, p1o € [0, 1] (and sets poo = Por, P11 = Pio)- Alternatively
we may specify the stationary probability of being in state 1, denoted by y € [0, 1],
together with the second eigenvalue of P,, denoted by p € [1 —min(y~!, )7’1), 1].
Then p quantifies the time-dependence of the chain — when p = 0 the chain is i.i.d.,
otherwise there is memory. Specifically, when p > 0 there is positive correlation
between successive channel states and when p < 0 that correlation is negative. The
relationship between these parameterisations is given by ¥ = po1/(po1 + pio), and
p = 1— po1 — p1o. The parametrization with transition probabilities p;; € [0,1] is
standard. As opposed to that, our alternative parametrization in terms of y and p
has not been used much in the literature. Nevertheless, since it simplifies and gives
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intuitive meaning to the expressions for .7%(-), we advocate using it when modelling
GE channels.

As the Bernoulli distribution is fully specified by the success probability, it suf-
fices to keep track of this parameter. Because we have

Bi(t) =P (Xi(r) = 1].5(1)),

the belief state space of channel i, denoted by ¥, is given by the interval [0, 1]. Now
the observation update operation is defined by:

, ifx=0,
Oi(x) = Po1
Pl1, ifx:l.

That is, if the observed channel was “bad” (x = 0), then the chance of a good channel
is given by the entry pg;, and otherwise (x = 1) by p1;. The belief propagation
operation is

i(0) =Op1+Opor =pO+yp.

This follows by evaluating the probability of {X;(t + 1) = 1} based on ¥;(z) and
the probability transition matrix P;. It is a standard exercise for two state Markov
chains (recurrence relations) to show that the k-step transition probability, and thus
the k-step belief propagation operator, takes the form

FrEO)=r+p (-7

Note that v is a fixed point of this operator, and the sequence 91-"(19) converges to
this fixed point. Further note that when p > 0 this sequence is monotonic, otherwise
if p < 0 it oscillates about 7 as it converges to it. The case of p = 0 is not of interest
because in that case there is no channel memory.

Gaussian Autoregressive (AR) Channels. In this case the channel states follow
an AR process of order 1, that is,

Xi(t) =@ X;(r — 1)+ (1),

with { g(t):te NO} denoting an i.i.d. sequence of A" (07 61»2) random variables. We
assume |@| < 1 in which case the processes are stable. Note that if ¢ € (0,1) the
states are positively correlated over time; for ¢ € (—1,0) the correlation is negative.
The case ¢ = 0 may be neglected as it corresponds to observations being inde-
pendent. Linear combinations of Gaussian random variables are still Gaussian, and
hence, their conditional distribution at time ¢ is fully described by the conditional
mean W;(¢) and the conditional variance v;(z). That is, the sufficient statistic (vector)
for the state of channel i is:

Bi(1) = (i), vilt)) -
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In this AR case, the observation update operation is:
Oi(x) = ((px, 62) .

This is due to the fact that an observation of x at time ¢ implies a predicted expected
value of @ x at time ¢ + 1 with variance 2. In contrast, the belief propagation oper-
ation is given by

Ti(wi, vi) = (o i, 9* Vi +07). 3)
It is easy to show by recursion of the mean and the variance that the k-step belief
propagation is:

2k

T (Wi vi) = ((p"m, ¥ vi+ 11 _(z,z 02) : “)
The belief state space in this case is ¥ = R X [Viin, Vmax) Where Viin = 62 and
Vinax = 62/(1 — @?). The attracting fixed point of .Z(-) is the mean-variance pair
(0, Vmax)- It is further interesting to note that the second coordinate of the belief
state can only attain values in a countable subset of [Vpin, Vimax)- This is because
when the channel is selected, the conditional variance decreases to the value Vi,
and thus, v; in (4) is always proportional to 62, where the factor is given by a
geometric series in (p2. Observe further that, since v < Vipax and because |@| < 1,
it always holds that the variance increases when updated with .7;(-), that is, the
decision maker’s uncertainty regarding the state of the channel indeed grows as
long as no new observation is obtained.

Mixed Model Example. Having specified the GE and AR channel models, we
now consider a mixed model example, which is also used for numerical illustration
in Section 4. Research papers in this field to date seem to have focussed on problems
with channels of the same type (mostly GE, some AR); it is therefore interesting to
investigate a mixed channel model example, where a proportion g € [0, 1] of the
channels is GE and the others are AR. This can occur in examples where the domi-
nating phenomena of some of the channels is user interference (GE channels), while
for other channels the key feature is slow-fading behaviour (AR channels).

Our model parameters are ¢, for i = 1,...,qd (GE channels) and ¢;, G} for
j=gqd+1,...,d (AR channels); we assume gd is an integer.

For the purpose of exposition we consider the following stylised case of reward

functions:
1 _ 2
Xi—% 1 (pj

ri(x)) = ———, and rj(xj) = ——x;, (5)

%(1—="n) oj
where x; is a value observed in GE channel i and x; is the value observed in AR
channel j. We specifically choose these functions so that the steady state values of
rewards from both channels have zero-mean and unit-variance, hence making the
channels equivalent in these terms. That is, in the case where the controller does not



Wireless Channel Selection with Reward-Observing Restless Multi-Armed Bandits 9

have additional state information, the controller obtains the same mean and variance
on any channel chosen.

The state space of the MDP with (joint belief) states ¥ = (d,...,3), with
scalars ¥;,i=1,...,qd, and 2-dimensional vectors ¥, j = gd +1,...,d, is given
by:

¥ :=1[0,1]%¢ X {R X [Vinin, Vinax) } 7.

An optimal policy 7 for such an MDP is usually not available in closed form. It can
then be computed approximately with the aid of dynamic programming algorithms,
on a discretized and truncated state space. This is feasible with sufficient accuracy
only if d is very small (and indeed this is carried out as part of the numerical ex-
amples provided in Section 4 for d = 2). With more channels, the computational
task quickly becomes intractable — hence we resort to a sensible index heuristic (the
Whittle index), which we present in the next section.

3 Index Policies and the Whittle Index

In this section we explain the idea behind the use of index policies and specifically
the Whittle index, a generalization of the well-studied Gittins index [9, 41]. Whittle
proposed this type of index as a heuristic solution to RMAB problems. We first
describe a general form of RMAB problem so as to put our specific RORMAB
problem in context.

Consider state processes B (t), ..., U4(t) subject to a control set €'(r) C {1,...,d}
which selects k of the d processes at each time. In the (more general) context of
RMAB, we refer to each of these processes as an arm of a bandit. Based on the con-
trol decisions captured in the control set €’(+), each of the processes evolves either
according to an active mapping <7(+) if i € € (¢), or according to a passive mapping
Z;(+) otherwise. This can be represented as follows:

~Q7i i s Ui ) if i )

Syt 1) = { AOU), i TeE) ©)
Zi(0(0),Ui(r)), it i¢E(r).

Here, {U;(t),i = 1,...,d} are independent i.i.d. (driving) sequences of uniform

(0,1) random variables. An alternative representation is to use Markovian transi-
tion kernels, one for the active operation and one for the passive operation.
Comparing (6) and (2) it is evident that our RORMAB channel selection problem
is a special case of the RMAB problem. Channels and belief states of the RORMAB
correspond to arms and states of the RMAB, respectively. In the RORMAB, the
active mapping (9, u) is replaced by ;(F~!(u; ©)) where F~!(-; 9) is the in-
verse probability transform generating a random value of the state, distributed with
parameter(s) ¥; and the passive mapping Z;(1,u) does not depend on the random
component and is replaced by .7;(¥). In the remainder of this section we depart
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from the RORMAB context and present a brief exposition of RMAB and the Whit-
tle index.

The RMAB problem arose as a generalisation of the Multi-Armed Bandit (MAB)
problem. In that case &7;(¥,u) = ¥; that is, unselected arms do not evolve. This
problem is known to be solved optimally in great generality by the celebrated Git-
tins index [9]. Whittle’s RMAB generalization allows for “restless” state processes,
where arms keep evolving also while they are not used for transmission (although
not necessarily according to the same transition kernel). This modelling framework
is more realistic for the channel selection problem but also appears in a variety of
other application areas; see [41] for further examples. For RMAB problems, index
policies are typically not optimal. However, the Whittle index, which we present
below, has in many cases proven to be asymptotically optimal with respect to the
average reward criterion as the number of arms grows large [38, 40].

We now first describe index policies in general before we turn to Whittle’s opti-
mization problem and the associated Whittle index policy.

Index Policies. Index policies are defined in terms of functions 1y,...,1; such
that 1; maps the current state of arm i to a certain priority index, irrespective of the
current state of any other arm.

Definition 1. Let ¥ := (3, ...,9,) denote the vector of states in a system with d
arms. An index policy 7, activates those k arms that correspond to the k largest
indices,
T (9) =argmax Y ().
C:|C|=k ict
Ties are broken arbitrarily, but in compliance with the requirement that k arms have
to be selected.

To get an intuitive justification as to why index policies may work well in large sys-
tems, consider the following: Pick an arbitrary arm and suppose we want to decide
whether to select it as active or not (passive), based on the current state. Generally,
we would make our decision dependent on the states of the remaining arms. In this
way, our decision strategy is highly influenced by the proportion of arms that are
in a certain state. In a large system (with many arms), however, this proportion can
be expected to remain relatively stable over time. In this sense, the larger the sys-
tem, the less important it is for us to consider other arms; we always find ourselves
in roughly the same situation for decision making. In conclusion, in a system with
many arms, little is lost if we make decisions for each arm solely based on its current
state, disregarding the current state of any other arm in the system.

The question is still open how to best define the index functions 1;. A simple ex-
ample is the myopic index. In the context of RORMAB, where states are actually
belief states, it is defined by 1 (0;) = Ey, [r;(X;)]. Thus, under the myopic policy
the transmitter greedily chooses those channels that promise the largest immediate
rewards (“exploitation”’). However, as one may expect, it turns out that such a policy
is not necessarily optimal (see our numerical examples in Section 4, as well as the



Wireless Channel Selection with Reward-Observing Restless Multi-Armed Bandits 11

literature survey in Section 5). It may be favourable to give some priority to “explor-
ing” other channels in order to decrease the transmitter’s uncertainty with respect to
their current state.

Moving back to the more general RMAB, this motivates us to consider the more
sophisticated Whittle index, which takes the possible need for considering future
states (or “exploration” in the case of RORMAB) into account. To derive his heuris-
tic, Whittle relaxed the constraint that exactly k arms have to be selected at each
time point, and replaced it by the weaker requirement that k arms are selected on
average. Since the latter constraint is weaker, the optimal throughput (value/gain of
the MDP) under this constraint is an upper bound for the optimal throughput that
can be achieved in the original problem. We shall see that this relaxation allows to
formulate the decision making problem as a Lagrange optimization problem, from
which Whittle obtained a rule for determining t; (19,).

Whittle’s Optimization Problem. For the sake of exposition we consider an
MDP with a finite state space ¥ =¥} X --- x ¥;. We further remain in the setting
where arms that are not selected do not yield a reward (this assumption is easily gen-
eralized so that the Whittle index is applicable much more broadly). Under suitable
regularity conditions, the optimal long-run average throughput rate is independent
of the initial state of the system (see e.g. [5]); in this section we assume that we are
in such a setting.

Recall the definition of the average reward criterion, Eq. (1). For a time horizon
T (T — o) we sum up the rewards that are obtained from the selected arms at each
time point. Equivalently, we could group selected arms according to their states, and
keep track of how many arms were selected while being in a specific state, over the
whole time horizon. That is, rather than considering each time step ¢ separately and
adding up rewards as obtained at each time step, we can consider how many arms
were in a certain state when selected, and multiply this proportion with the reward
that is obtained from an arm in that state. If we do so for all states, then the total
approaches the value of the average reward as T — oo.

This is the viewpoint we are taking in this subsection; it is inspired by the expo-
sition in [27]. Define p;(v) as the expected long-run fraction of time that arm i is
selected when it currently is in state v € ¥; that is,

T
p() = Jim £E7 | Y€ €0, 90 = v} |

Subject to Whittle’s relaxation, we can then formulate the optimization problem as
the Linear Programming (LP) problem:

d d
GY = maxz Z ri(v) pi(v), subject to Z Z pi(v) =k, @)
P iZlvew i=1veW

where r;(v) denotes the reward that is obtained from selecting arm i when its state is
v (as before r;(-) is a known, deterministic function). Formulating this as an equiva-
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lent Lagrangian optimization problem we obtain:

p i=lveY,
d
=max ) Y (ri(v)—2)pi(v)+2Ak (3)
P i=1lve¥
d
i=1
with
Z(A) = max Z (ri(v) = A) pi(v). )

=

Since in (8) there is no longer a common constraint for the arm, each arm can be
optimized separately through (9). By strong LP duality we know that there exists
a Lagrange multiplier A* that yields .Z(A1*) = GY. LP complementary slackness
ensures that (assuming A*  0) any optimal solution to (8) must satisfy the relaxed
constraint, and is therefore also optimal for Whittle’s relaxed problem (7). It was
observed by Whittle [41] that we can interpret the Lagrange multiplier as a cost for
selecting an arm (or equivalently, as a subsidy for not selecting an arm). That is,
imposing a cost of A* on the selection of an arm causes the controller to select &
arms on average under a policy that optimises G" .

Indexability and the Whittle Index. In accordance with [41], we make the fol-
lowing reasonable regularity assumption.

Assumption: Channel i is indexable, that is, the set of states for which it is optimal
to select arm i decreases monotonically from ¥ to @ as the cost A increases from
—oo to co. This property holds for every arm in the system.

While this assumption is intuitively appealing, it turns out that it does not gen-
erally hold [38, 41], and proving its validity can be surprisingly difficult [9]. It has
been verified for the GE model as considered in [22], and numerical evidence sug-
gests that it also holds for the AR model [20].

Indexability implies that for each arm i there exists a function of the current state,
A;(v), such that it is optimal to select the arm whenever A4;(v) > A and to leave it
passive otherwise (the decision maker is indifferent when A = A4;(v)). In this sense,
Ai(v) measures the “value” of arm i when it is in state s. Furthermore, applying
this policy to all arms in the case where A = A* (that is, selecting arm i whenever
A:(v) > A*) results in a policy that is optimal for Whittle’s relaxed problem (7)!.
This motivates choosing the index function t;(-) as 1}V (v) := A;(v) (as was proposed
in [41]).

! When 2;(v) = A*, one needs to decide for the action to be taken in state v in an appropriately
randomized fashion that ensures that the relaxed constraint is satisfied [40, 41].
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How do we find A;(-)? Recall that the decision maker is indifferent when A =
Ai(v), and that we are interested in the case where the cost A is chosen to be the
optimal cost A* that causes the decision maker to select k arm on average. Further-
more, we saw that the Lagrangian (8) can be solved by considering arms one by one
(in accordance with the intuition described at the beginning of this section, where
it is argued that not much is lost by decoupling arms provided the system is large
enough). In fact, (9) is the Lagrangian corresponding to a one-arm sub-problem in
which there is only a single arm which can be selected or not, and where selecting
the arm yields the state-dependent reward but also an associated cost A. Now the
optimal A;(v) is the one that makes us indifferent between selecting or not selecting
the arm when it is in state v. In summary, we define the Whittle index as follows (cf.

[41]).

Definition 2. The Whittle index is the largest cost A in (9) such that it is still optimal
to select the arm in the one-arm sub-problem.

Intuitively, the Whittle index can perhaps best be thought of as an opportunity
cost, to be paid for loosing the opportunity to select one of the other arms in the con-
strained system with multiple arms. Naturally, we then prioritize arms with higher
opportunity cost.

Computing the Whittle Index. As stated in Definition 2, the Whittle index is
derived from the optimal policy for the one-arm sub-problem. Thus, the compu-
tational complexity of the Whittle index increases only linearly with the number
of arms: we need the optimal policy for at most d non-identical single-arm sub-
problems. In contrast, the complexity of computing the optimal policy for the full
system increases exponentially (the latter problem is in fact PSPACE hard [33]).

It is well-known [14, 34] that in great generality the optimal average reward
G is constant (independent of the initial state), and satisfies Bellman’s optimality
equation. For the one-arm sub-problem associated with our arm selection problem
this optimality equation reads as,

G+ h(®%;) = max {r,»(ﬂ,») —M+E [h(;zf,-(ﬁ,-, U))] E [h(.%(ﬁ,», U))} } (10)

with ¥ € ¥ and U a uniform (0, 1) random variable. Here, r;(9;) — A; is the im-
mediate reward obtained from deciding to use the arm, corrected by the opportunity
cost A;. The function & accounts for the transient effect caused by starting at initial
state ¥ rather than at equilibrium.

The optimal policy for this one-arm sub-problem is then to choose the action that
maximizes the right-hand side of (10). It can be found from dynamic programming
algorithms such as (relative) value or policy iteration. Then the Whittle index for
state ¥ can be effectively computed by solving (10) for an increasing sequence of
A;(v) and finding the maximal A;(v) for which selecting the arm is still optimal.

Note that for the RORMAB, the one armed subsidy problem (10) becomes:
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G+ h(®;) = max {Eﬂi [ri(X:)] = Ai +Es, [h(ﬁ(x,»))} (T (9)) } (11)

As before, an observation is obtained which is the realization of a random variable
X with probability distribution determined by ¥ (as indicated by the subscript). If
the arm is not used, then no reward is obtained and the belief is propagated using
the operator .7. We solve this problem for GE and AR arms in the next section.

4 Numerical Illustration and Evaluation

We now return to RORMAB and compare the performance of the Whittle index
policy to that of the myopic policy and, for small d, to the optimal policy. To evaluate
the Whittle indices, we usually need the optimal policy associated with Whittle’s
one-armed problem with subsidy. We obtain the latter from relative value iteration
(on a discretized state space) using the optimality equation (11). This can be written
more explicitly using the reward functions from (5) as

G+ h(w) = max {r,»(w) —A+ a)h(pn) +®@h(por), h(a)pu +(Dp01)} (12)

when the channel is GE (so that ¥ = ®), and

G—l—h(u, V) = max {rj(u) —A +/:: h((py, 0'2) q)u’v(y)dy, h((p#7(p2v+ 0'2)}

(13)
when the channel is AR (in which case © = (u,V)). Here @u,v denotes the normal
density with mean u and variance v. Note, however, that in the case of GE channels
the Whittle indices are in fact available in closed form?2 [22], so that we only need
to perform these iterative computations for the AR channels.

Fig. 2 shows the optimal switching curve for a small mixed system with one AR
and one GE channel. To the left of the curve, where  is large in comparison to U,
the optimal policy is to select the GE channel. To the right of the curve selecting the
AR channel is optimal. The curve shifts with the age of the AR channel: the more
time has passed since the AR channel has last been observed, the more inclined the
transmitter should be to select that channel in order to update the available informa-
tion regarding its state. In other words, it is indeed optimal to give some priority to
exploration if AR channels are present in the system. Note, however, that for “older”
channels this effect is less pronounced because in that case the resulting change in
the conditional variance Vv is smaller (recall the belief propagation of v defined by
3.

Fig. 3 shows a comparison of the rewards that are obtained per channel on av-
erage under different policies. Here, k = d/2 channels are selected at a time in a

2 We do not reproduce these closed form expressions here as the formulas are rather cumbersome.
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1
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Fig. 2 Optimal switching curves for a system with d = 2 channel: one AR channel with ¢ = 0.8
and 0 = 2, and one GE channel with p = 0.5 and y = 0.8. This figure shows the switching curves
on the @, 1 plane, one curve per age n € {1,2,3}.

system with d channels, where half of the channels are GE and the other half is AR.
All of the AR channels are with ¢ = 0.8 and o = 2 (as in Fig. 6). The GE channels
on the other hand are heterogeneous, with ¥y = 0.8 and p; € [0.2,0.8] evenly spaced
such that 0.8 = p; > --- > p;/, = 0.2. Depicted are the average rewards per arm
obtained under the Whittle and the myopic index policy, and, as an upper bound, we
also computed the average rewards that could be obtained in a fully observable sys-
tem under the myopic policy. Due to the high computational complexity, the optimal
policy is only evaluated for d = 2.

0.5
g 045 PR TETEE bbb A v
04 .-
e
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) 03g -~
3 ‘
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e 0.15 -v- Om.msment
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0 | : :
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d

Fig. 3 Comparison of Whittle and myopic index policies for increasing number of channels d
when half of the channels are GE and the other half is AR. For d = 2, the average reward obtained
under the optimal policy is indicated by a black dot. We compare to the average reward that could
be obtained if both arms were observed at each time point (that is in the fully observable setting).

All policies seem to approach a certain steady performance of average reward
per arm rather quickly as the number of channels grows large while the ratio k/d
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remains fixed. Note that without utilising the channel memory the average reward
per arm is 0. So from a communication channel perspective (with this choice of
objective function) the improvement in throughput is at the order of 35% when
using the Whittle index.

It can further be seen that the Whittle index performs better than the myopic pol-
icy hence exploration pays off and improves the average reward per arm by roughly
another 10% in this case. Compared with other literature results, this is in contrast
to scenarios where all channels are GE and stochastically identical. In the latter case
it can be shown that (under certain assumptions on the transition probabilities) the
Whittle and the myopic index policy are equivalent. We give further details in (i)
below.

Next, we investigate the Whittle indices 1" (@) obtained for GE channels with
various parameter combinations (Fig. 4). We observe the following properties of
lw ((D) :

(i) The index function 1" (@) increases monotonically; the larger the conditional
probability that the channel is in a good state, the more priority should be given
to that channel. This implies that the Whittle index is equivalent to the myopic
policy in systems with identical channels, as we mentioned above.

(ii) w(w) is linear in [0, min{ po1, p11 }] and [max{pm D11} 1] , and changes
slope at .

These properties have been proven in [22] for GE channels with reward function
r(®) given by the identity function.

We further note that the Whittle indices are overall smaller if 7y is larger because
in this case the rewards smaller (as r; defined by (5) is decreasing in ¥).

In Fig. 5 we show the difference between the Whittle and the myopic index func-
tion. It can be seen that the index functions are identical on [O,min{ po1s P 11}] and
[max{ Po1, P11}, 1]: In these regions exploration is not essential as it is rather cer-
tain that the state will evolve towards y. Consequently, we see that 1" and ¥ differ
around 7, and on a larger interval to the left of 7.

— p=05v=08 — p=02,7y=038, p=05,7=05 — p=02,y=05
3z 1r 0.3 |-
B §
5 O0f = 020
= A
8 3
2 N
E -1 201
=
: A
-2 | | | | 0 | | )
0 02 04 06 08 1 0 02 04 06 08 1
o ()

Fig. 4 Whittle indices for GE channels Fig. 5 Difference between Whittle and my-
parametrized by o and 7. opic index function.
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In Fig. 6 we show the difference between Whittle and myopic indices as obtained
for an AR channel. The obtained indices increase with u because the expected im-
mediate reward is larger. Note that for increasing age the Whittle indices increase
relative to the myopic indices. Again this suggests that exploration pays off. Fur-
thermore, for high ages the difference between the Whittle and the myopic indices
is largest around zero, which corresponds to the unconditional mean reward of the
channel. Similarly to the GE case, this may be explained by noting that exploration
is more important if  is close to the unconditional mean as it is less clear in which
direction the belief state will evolve. If u is far away from the unconditional mean
on the other hand, then it is likely that the updated conditional mean will be closer
to unconditional mean. However, when the age is close to zero, then due to the pos-
itive correlation of the channel it is also important that y was large just an instance
ago. Thus, while for small ages the Whittle indices are generally close to the myopic
indices, the largest difference can be seen for positive t (however not too far away
from the unconditional mean of the channel).

0.4

0.2

Fig. 6 Contour plot of y (i, v) —r(u), the difference of Whittle and myopic indices, for an AR
channel with ¢ =0.8, 6 = 2.

5 Literature Survey

There is a vast body of literature on MDP as well as topics related to (restless) mul-
tiarmed bandits. Here, we focus on the RORMAB formulation of the basic channel
selection problem as formulated in this chapter, with GE or AR channels. Other (ap-
proximate) solutions to this MDP problem have been put forward [15], but are not
considered here.

GE Channels. The Gilbert-Elliot model was proposed in [8] for the purpose of
modelling burst-noise telephone circuits. It was the first non-trivial channel model
with memory. Since the 1990’s, the model and its generalizations have been used for
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modelling flat-fading channels in wireless communication networks. Its application
in the context of opportunistic spectrum access (OSA) is motivated by the bursty
traffic of primary users [17, 45]. For an account on the history of the GE model we
refer to [35].

Due to its simplicity, the GE model is mathematically tractable and has been
analysed extensively in the context of channel selection in wireless networks. We
survey a number of papers that model the problem as a RORMAB with GE channels.
Unless otherwise stated, channels are assumed to be independent and stochastically
identical.

One of the first papers in this context appears to be [19]. The paper is motivated
by the problem of allocating bandwidth of a shared wireless channel between a
base station and multiple homogeneous mobile users. Thus, from an engineering
perspective, the set-up slightly differs from the problem considered in this chapter;
the model and the mathematical analysis, however, apply directly to the channel
selection scenario (where simply “users” are replaced by “channels”).

In [19], the noisiness of the link for the users is modelled using the GE model.
At any point in time a user may either be connected to the base station or not. The
current state of a user is only observed when a packet is transmitted to that user.
Rewards are given by the number of successful transmissions. The analysis is with
respect to the discounted reward criterion over an infinite time horizon. The authors
show that the myopic policy is generally optimal for the case of d = 2 users. For the
case d > 2 and positively correlated channels, it is proven that the myopic policy is
optimal if the discount factor is small enough (Condition (A) in [19]). Furthermore,
in the positively correlated scenario the myopic policy is seen to be equivalent to a
“persistent round robin” policy where the link is dedicated to each user in a cyclic
fashion according to their initial probability of being in a good state, and packets are
transmitted to the same user until a packet fails to be transmitted correctly.

Following this work, the GE channel model has been analysed extensively in
a surge of research on OSA, which goes back to [18]. The aim of this branch of
research is to find secondary user policies that efficiently exploit transmission op-
portunities created by the bursty usage patterns of licensed primary users in wireless
networks.

One of the first to formulate the RORMAB with GE channels in the context
of OSA were Zhao et al. in 2005 [44]. The authors compare the transmission rate
achieved by the myopic policy to the optimal policy in numerical examples.

This work was the starting point of a sequence of papers analysing the perfor-
mance of the myopic policy. In [42], optimality is proven for the case of choosing
one out of two channels, with respect to expected total discounted rewards over
finite as well as infinite time horizon.

The scenarios in which the myopic policy is optimal are then generalized in a se-
quence of papers. Javidi et al. [16] consider the case of selecting 1 out of d channels
and prove optimality of the myopic policy under the discounted reward criterion for
positively correlated channels provided the discounted factor satisfies a certain in-
equality with respect to the transition probabilities. Under the additional ergodicity
criterion
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|p11— poo| < 1, (14)

the myopic policy is further shown to be optimal under the average reward criterion
(cf. (1)). The work of [16] is extended in [21] to the case of selecting d — 1 out of d
channels.

In [43] for the case of choosing 1 out of d channels the result of [19] is confirmed
that the myopic policy is a persistent round robin scheme if channels are positively
correlated. It is further shown that if correlation is negative, then the myopic policy
is a round robin scheme, where the circular order is reversed in every time slot (and
as for the positively correlated case, the user switches to the next channel as soon
as the currently used channel signals has transitioned to the bad state). For the case
d = 2, the myopic policy is shown to be optimal in general, as had already been
established in [19]. Furthermore, it is shown that the performance of the myopic
policy is determined by the stationary distributions of a higher-order countable-state
Markov chain. The stationary distribution is known in closed form for the case d = 2.
For the case d > 2, lower and upper bounds are established.

For negatively correlated channels and the case of selecting 1 out of d channels,
the finite and infinite horizon discount-reward optimality of the myopic policy is
proven in [3], provided that either d € {2,3} or the discount factor is less than
half. These results also hold under average rewards under the additional ergodicity
condition (14). For the finite-horizon discounted reward criterion, the results of [3]
are generalized in [2] to the case of selecting k channels.

In 2014, Liu et al. [24] provide a unifying framework of the optimality conditions
for the myopic policy that resulted from the OSA-motivated research of the chan-
nel selection problem with GE channels. The problem formulation in [24] is more
general as it one to sense k out of d (identically distributed) channels but select only
I < k of those channels for transmission, based on the outcome of the sensing. The
authors provide a set of unifying sufficient conditions under which the myopic pol-
icy is optimal. It is shown that the optimal policy is not generally myopic if [ < k.
(This is intuitive because the user is allowed to explore channels without having to
use them.)

The Whittle index policy has also been studied both for the bandwidth allocation
problem that was put forward in [19], and also in the context of OSA. As opposed
to [19] a paper by Nifio-Mora [28] handles the problem of bandwidth allocation
when users are heterogeneous. The author proves that the problem is indexable and
provides closed-form expressions for the index function.

For the basic RORMAB with GE channels, Liu and Zhao [22] prove that the
Whittle index and the myopic policy are equivalent for positively correlated iden-
tical channels, thus, yielding the optimality of the Whittle index in this case. In
[32], the indexability and closed-form expression for the Whittle index in the case
of discounted rewards are derived for a more general model where the achievable
transmission rate (the reward) for a channel in the bad state is, in general, non-zero
and any rate above this achievable rate leads to outage.
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Apart from the index policies proposed in this line of research, also algorithms for
approximating an optimal policy have been investigated. See, for example, [11, 13],
where algorithms for the more general model with correlated channels are proposed
and investigated regarding their performance.

In the context of GE channels a number of generalizations of the basic model con-
sidered in this chapter have been considered. For example, a paper by Niflo-Mora
[29] allows for non-identical channels with sensing errors/measurement noise. Im-
perfect sensing was also considered in [23, 39]. In [32] the authors consider a prob-
lem where in both states, good and bad, transmission may fail with a certain non-
zero probability, and it is only observed whether transmission was successful or not.
Another recent paper with imperfect sensing is [26]. In this paper (co-authored by
us) we focus on stability issues of queues associated with channel (server) selection
in the context of imperfect sensing.

The paper [25] deals with random delay of feedback arrivals. Correlated channels
were considered in [11, 12, 13]. Action-dependency of channel model parameters
is taken into account in [37]. A very substantial paper is [38], which considers an
RMAB in continuous time, and allows for non-identical channels, a time-dependent
number of channels, and multiple actions. In this paper, a more general class of
index policies is considered, which includes the Whittle index if the bandit problem
is indexable. Asymptotic optimality for this class is proven for systems with many
channels.

AR Channels. The AR channel model has only recently come to attention in
the context of channel selection, and consequently the mathematical analysis is still
at its starting point. The first to propose the application of this model for channel
selection were Avrachenkov et al. [4] in 2012. This is motivated by empirical studies
[1], showing that the AR model captures the logarithmic signal-to-noise ratio (SNR)
of the channels reasonably well.

In [4], the authors compare the performance of the myopic and an ad-hoc ran-
domized policy to the optimal policy by means of numerical examples. It is con-
cluded that the myopic policy is “nearly optimal” when all channels are similarly
correlated, with respect to the long-run average reward criterion. In contrast, the
randomized policy appears to perform better when there is a significant difference
in the magnitude of the correlation of the channels.

Subsequently, the authors show how to model the problem when two transmit-
ters are present that can possibly interfere with each other. In this case the SNR is
replaced by the signal-plus-interference-to-noise-ratio (SINR) to model the states
of the channels. The scenario is formalized as a competitive MDP (also called a
stochastic game) — an MDP in which the instantaneous rewards for each player and
the transition probabilities among the states are controlled by the joint actions of
the players in each state. Then, similar to the single user case, a randomized and a
myopic policy are suggested (now based on the SINR).

A second paper that deals with channel selection with AR channels is [20]. In
this paper (co-authored by us) we investigate structural properties of the Whittle
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index with respect to expected total discounted rewards. The monotonicity and con-
vexity of the value function associated with the one-channel sub-problem is proven.
Furthermore, numerical evidence for the indexability of the one-armed problem is
provided, and the Whittle index policy is shown to outperform the myopic policy in
numerical examples.

Then, a parametric index is proposed that is as simple as the myopic index but
allows to give some priority to exploration, and therefore yields a better performance
than the latter. For this parametric index, we put forward recursive equations that
identify the asymptotic behaviour of the network in the setting with many channels.
In addition, a simple heuristic algorithm is proposed to evaluate the performance of
index policies; the latter is used to optimize the parametric index.

We also note that a related body of literate to AR channels deals with the prob-
lem of optimal sensing of Kalman filters. A key paper in this line of research is
[31]. A related paper is [30] as well as the recent [6] which appears to provide an
indexabillity proof using a new novel method. It is possible that ideas put forward
in these papers dealing with the Whittle index and simple Gaussian processes may
be fruitful for the RORMAB problem with AR channels. This avenue of research
remains to be explored.
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